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Question 1:
What is regression?

Answer :

Regression is a statistical method to examine the use of one or more factors to explain or predict outcomes of
interest. Therefore, regression analysis has a priori hypothesis of a causal relationship between factors and
outcomes. However, it is important to note that a causal relationship cannot be established by just running a
regression analysis. We also need to have an appropriate study design.

There can be many types of regression methods. The simplest type is the linear regression that exhibits itself by
a regression equation:
Outcome = b, + b, Factor1 + b, Factor2 + ...

For linear regression with more than one factor, we called it a multiple linear regression.

Question 2:
How to perform linear regression in SPSS?

Answer:

There can be two ways to perform linear regression in SPSS:

1. Analyze>Regression>Linear

2. Analyze>General Linear Model>Univariate

The first method can only accommodate factors measured at least on an ordinal scale but is equipped with
automated variable selection procedure. The second method may allow nominal factors but not automated variable
selection.

The use of the two methods is illustrated in Figures 1 and 2, using a dataset available at http://www.hkspr.org/.
In Figure 1, education level is treated as continuous and one level increase in education leads to 25.5 mg/d|
increase in cholesterol, on average. In Figure 2, education level is treated as categorical and its effects are
expressed as the differences of education levels 1 and 2 with level 3 (the reference level; the one with the highest
value). For example, subjects at education level 1 are, on average 50.9 mg/dl lower in cholesterol than those at
education level 3. Therefore, Figure 1 examines the linear trend of education level while Figure 2 examines the
difference between different education levels, which in general results in smaller standard errors as more effects
are being considered.
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Question 3:
How do we know a linear regression analysis is appropriate?

Answer:

It is vitally important to check adequacy of a linear regression model. It can be done by examining residuals
that are readily available in SPSS. There are at least two plots we need to obtain: Normal probability plot of
residuals and scatter plot of residuals against predicted values (Figure 3). Model adequacy is demonstrated
when points on the Normal probability plot are close to the diagonal line and points on the scatter plot appears
to be randomly scattered.

Question 4:
How should factors be selected in a linear regression model?

Answer:

Selection of factors into a regression model is not a trivial task. Automated variable selection procedure is only
appropriate as an exploratory tool or in prediction. Effects of factors are preferably examined by also accounting
their inter-relationships. For example, the effect of a factor (say A) should be adjusted for factors that cause A
but not factors that are caused by A. Therefore, selection of factors should incorporate both statistical and
clinical expertise.

B o o
nev " [FrTFim ey Dintes "
Cme-oires Hscsiey b —_'EE c‘_ﬁ'ﬂ [ T ——— t [ ——— !
© rig s MeaT ¥ | e T e P | i1 i
Qe L Mkl & | | et P |
bl ¥
F:I.-nd 0 Wk i | _r‘“"l
Carelgta ¥ & e e
—_— 1 e ] - - |
_F AL [ -
[B=- 0T L Lt Enlmslion. . 1= =
Cleal'y ¥ Ml i =
Lt Pobetor . ::"":".“
2 ] P Hd::" . CaRIT ® s
Farpaawdric Ter § I‘ |
AT Pk :
Vorpr Gy 3 Vmwn |
Srvtval ¥ Rk i | et |
Pl e B pepwees Bl imight Evirastion
i : £ wotsgeLasst Sques, b ] i T e T2
gy [y = | Cadmia |
[ ) Te— & W rpwnd thamm =
5 L CFETE Soree s
+ Conlciaras simrsld e e e
e DY I Far @t sl comsatcor I = | emy T
L | clerwic A o ) [ n L Pz | Lo il
T el N Th e (Fal] =]
M 4 R 11493 1L - - " 118
™ D’ irEpm o Lt R [ E148 [ =] 7] 118
I % i TIEAT i T ] S =] = | " EE
ey oy o

i L e e e

Figure 1. Using Regression>Linear in SPSS
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Figure 2. Using General Linear Model>Univariate in SPSS
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Figure 3. Obtaining residuals plots using Regression>Linear in SPSS
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